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Abstract

Standard clothing asset generation involves restoring
forward-facing flat-lay garment images displayed on a
clear background by extracting clothing information from
diverse real-world contexts, which presents significant chal-
lenges due to highly standardized structure sampling dis-
tributions and clothing semantic absence in complex sce-
narios. Existing models have limited spatial perception,
often exhibiting structural hallucinations and texture dis-
tortion in this high-specification generative task. To ad-
dress this issue, we propose a novel Retrieval-Augmented
Generation (RAG) framework, termed RAGDiffusion, to en-
hance structure determinacy and mitigate hallucinations by
assimilating knowledge from language models and exter-
nal databases. RAGDiffusion consists of two processes: (1)
Retrieval-based structure aggregation, which employs con-
trastive learning and a Structure Locally Linear Embedding
(SLLE) to derive global structure and spatial landmarks,
providing both soft and hard guidance to counteract struc-
tural ambiguities; and (2) Omni-level faithful garment gen-
eration, which introduces a coarse-to-fine texture alignment
that ensures fidelity in pattern and detail components within
the diffusing. Extensive experiments on challenging real-
world datasets demonstrate that RAGDiffusion synthesizes
structurally and texture-faithful clothing assets with signifi-
cant performance improvements, representing a pioneering
effort in high-specification faithful generation with RAG to
confront intrinsic hallucinations and enhance fidelity.

1. Introduction

While the high quality of images generated by diffusion
models [20, 45] has significantly lowered the barriers for
individuals to engage in content creation, the generation of
2D standard clothing assets from in-the-wild data has been
relatively underexplored [43]. Standard clothing asset gen-
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Figure 1. RAGDiffusion synthesizes structurally and pattern-wise
faithful standard garments by assimilating retrieved knowledge.

eration refers to generating forward-facing flat-lay garment
images [49] on a clear background by recovering clothing
information from arbitrary real-world scenes (e.g., garments
hung on hangers, worn by models, or casually laid on chairs
in Fig. 1). Standard garments serve as a crucial intermedi-
ary variable, connecting various downstream applications
such as e-commerce catalogs maintenance, garment design,
product marketing and virtual fitting [19, 64, 65].

The garment generation task presents dual techni-
cal challenges distinct from conventional virtual try-on
paradigms. First, standard clothing generation necessi-
tates standard structure and frontal positioning while in-
herently limiting stylistic flexibility, constrained by the
narrow manifold of high-specification garment distribu-
tions [62]. Second, the complexity of in-the-wild condi-
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tions involving occlusions, multi-layer outfits, truncations,
or extreme lateral viewpoints notably exacerbates structural
uncertainty and pattern ambiguity. Collectively, experi-
mental evaluations reveal that existing methods [21, 51] fail
to achieve practical usability thresholds with structural and
texture distortion, particularly manifesting a pathological
structure hallucinations in inaccurate structure, fitness and
length estimation under challenging scenes (see Fig. 3 and
Fig. 5), which we attribute to the limited spatial reasoning
capacity inherent in Stable Diffusion (SD) architectures.

Despite its critical commercial relevance, the garment
restoration problem remains insufficiently addressed in lit-
erature [43, 49, 51, 57]. Early GAN-based frameworks [57]
suffer from pattern distortions constrained by their genera-
tive priors. Recent approaches [43, 49, 51] employing pre-
trained SD exhibit several limitations: (i) inadequate han-
dling of structural hallucinations in hard cases (occluded,
multi-layer, efc.), (ii) commercially unfaithful logo/texture
reproduction which is extremely sensitive to e-commerce
sellers. In summary, no existing solution achieves the dual
objectives of high-structural integrity and photorealistic tex-
ture synthesis under real-world complexity.

We propose RAGDiffusion, as a Retrieval-Augmented
Generation (RAG) [38] paradigm including two processes:
information aggregation based on retrieval, and conditional
generation with omni-level fidelity, to address the issue of
structural and texture distortion respectively. (1) Retrieval-
based Structure Aggregation: Our key insight lies in
enhancing structural determinacy through the assimilat-
ing of external structural landmarks and world knowledge,
thereby rectifying visual models’ misconceptions regard-
ing garment structure, fitness and proportions. During
RAG process, contrastive learning [10, 18] is firstly intro-
duced to train a dual tower network to extract multi-modal
structure embeddings from images of two branches as well
as attributes derived from a frozen large language model
(LLM) [1, 2]. Considering potential encoding bias in real-
world data, we propose a structure retrieval named Structure
Locally Linear Embedding (SLLE) to project the predicted
structure embedding towards a standard manifold [41, 56]
as well as offer a silhouette landmark. The remapped latent
structure embedding and the landmarks provide soft and
hard structure guidance respectively through Embedding
Prompt Adapter and Landmark Guider to eliminate struc-
tural hallucinations. (2) Omni-level Faithful Garment
Generation: RAGDiffusion establishes coarse-to-fine tex-
ture alignment for pattern faithfulness and detail faithful-
ness for generated garment. Specifically, we ensure the
generated pattern matches the conditioning through Refer-
enceNet [21], a conditioning UNet isomorphic to the de-
noising UNet. However, problematic detail and logo arti-
facts persist partially due to resolution limitations of VAE
decoders, rendering the generated images commercially un-

usable for e-commerce sellers, which is an under-addressed
issue across prior research [43, 49, 51]. To mitigate recon-
struction distortions inherent in original VAE [25], we pro-
pose Parameter Gradual Encoding Adaptation (PGEA) to
adapt the SDXL [35] backbone to a more powerful VAE.

To the best of our knowledge, RAGDiffusion stands as
a pioneering multi-modal RAG method to solve intrinsic
hallucination and unfaithfulness during image synthesis.
Furthermore, we discover two additional benefits brought
by RAG: zero-shot generalizability for unseen scenarios
via retrieval database expansion, and human-interpretable
control mechanisms through landmark manipulation. The
core contributions of this work are threefold:

* We propose RAGDiffusion, a RAG framework for cloth-
ing generation with representation learning and SLLE to
offer structure determinacy and eliminate hallucination.

* We employ a coarse-to-fine texture alignment in RAGDif-
fusion, addressing pattern and detail aspects, ensuring
faithfulness of clothing on this high-specification task.

» Comprehensive experiments on challenging in-the-wild
sets demonstrate RAGDiffusion is capable of synthesiz-
ing both structure and texture faithful clothing assets, out-
performing current methods by a substantial margin. Fur-
thermore, the ablation study has validated the effective-
ness of different parts of RAGDiffusion.

2. Related works

Retrieval-augmented generative models.  Retrieval-
augmented strategies leverage external databases to en-
hance the capabilities of generative models across a variety
of tasks. For instance, the RETRO [5] modifies an LLM to
effectively utilize external databases. In the realm of image
synthesis, retrieval has been employed in both GANSs [7, 47]
and diffusion models [4, 44], accommodating 3D genera-
tion [42], video generation [60] and artistic styles [40]. The
essence of these works lies in retrieving similar images to
serve as mimetic references for generating specified con-
tent, particularly in cases where models are insufficiently
trained. Our RAGDiffusion not only builds upon this gener-
alizability through convenient retrieval expansion, but also
aggregates structural information, thereby mitigating intrin-
sic hallucinations on the high-standard tasks.

Controllable text-to-image diffusion models. To attain
conditional control in text-to-image diffusion models, Con-
trolNet [59], T2I-Adapter [3 1] and IP-Adapter [55] incorpo-
rate additional trainable modules to fuse conditions on fea-
ture maps. Additionally, recent investigations have utilized
a variety of prompt engineering techniques [26, 54, 63] and
implemented cross-attention constraints [9, 23, 52, 66] to
facilitate more controllable generative processes. Further-
more, some studies further investigate multi-condition or
multi-modal generation [22, 27, 36, 67]. However, these
methods rely on the associative capabilities of stable diffu-
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Figure 2. Overall framework of RAGDiffusion. StructureNet provides latent structural embeddings, while SLLE facilitates the embedding
fusion along with landmark retrieval. The generative model synthesizes multiple conditions to achieve omni-level high-fidelity generation.

sion, which cannot guarantee fidelity, particularly with the
highly standardized sampling of standard garments.
Garment restoration. Standard clothing generation in-
volves restoring flat-lay garment images on from real-
world contexts. TileGAN [57] pioneered a two-stage
GAN [16] framework, suffering from backbone capability
limitations. Recent works including TryOftDiff [49], Try-
OffAnyone [51], and IGR [43] have adopted pretrained SD
as base backbones, yielding obvious improvements through
enhanced generative priors. Specifically, TryOffDiff uti-
lizes SigLIP [58] to extract garment features; TryOffAny-
one employs direct image concatenation for conditional
generation; IGR implements ReferenceNet-inspired [21] ar-
chitectures for pattern consistency. However, these meth-
ods exhibit three critical shortcomings: (1) They ignore
structural hallucinations and distortions arising from real-
world complexities (multi-layer, extreme viewpoints, etc.).
(2) Their detail fidelity fails to meet commercial stan-
dards. (3) Adaptation to new garment categories/scenarios
requires costly paired data and retraining. Our RAGDiffu-
sion systematically resolves these limitations through RAG
paradigm and a coarse-to-fine alignment pipeline.

3. Method
An overview of the RAGDiffusion is presented in Fig. 2.
The backbone of RAGDiffusion employs the SDXL [39],

with the preliminary detailed in Appendix. Given an in-
the-wild clothing image x4, € R7*W>*3 RAGDiffusion

is aimed to generate an authentic standard flat lay in-shop
garment image xg4. A dual tower StructureNet extracts
latent structure embeddings by contrastive learning as de-
tailed in Sec. 3.1, and SLLE retrieves and fuses structure
embeddings and landmarks as in Sec. 3.2. Coarse-to-fine
alignment generation involves ReferenceNet,and PGEA for
pattern, and decoding faithfulness described in Sec. 3.3.

3.1. Dual-tower embeddings extraction

To eliminate structural hallucinations, a straightforward ap-
proach is to extract structural features from images and feed
them into generative networks, as seen in StyleGAN [24]
and LADI-VTON [30], which use additional latent coding
to module conditions. Accordingly, we extract latent struc-
ture embeddings through contrastive learning [37], using
garments that share similar canny but are texture-dissimilar
as training pairs. This process exploits the structural simi-
larities between specialized pairs, which are not emphasized
during the conventional training of diffusion.

Contrastive learning. Given a batch of N (in-the-wild
clothing x;4,,, standard clothing z4:4) pairs, StructureNet
g 1s trained to predict which of the N x N possible (x4,
Ts1q) pairings across a batch actually occurred according to
structure similarity. To do this, StructureNet learns a multi-
modal embedding space by jointly training a dual tower en-
coder tailored for x;¢,, and 44 to maximize the cosine sim-
ilarity of the embeddings of the N real pairs (marked with
superscript +) in the batch while minimizing the similar-
ity of the N2 — N incorrect pairs(marked with superscript



—). To be specific, the LLM is used to extract 10 types of
discrete attributes of clothing (e.g., Category, FitType, Col-
larTechnique, IfTopTuckIn), which incorporates general in-
context image knowledge from the language model [1, 2],
eliminating semantic deficiencies and ambiguities present
in vision. Then we assign a learnable embedding f;s, to
each discrete attribute. The image structure features fi,g
are extracted by the twin ViT [14] encoder and concatenated
with the attributes embeddings f,4+,- to form the final la-
tent structure embeddings e after non-linear Resampler [55]
head. We optimize the InforNCE loss [10] over these latent
structure embeddings {€;ty, €sta} from {;sy, Tstq} as:

exp(€itw,i © €3y4/7)

—1 N
L=— lo
(D
where © is cosine similarity between two vectors, N is the
batch size, and 7 is a temperature scalar.

3.2. Retrieval-augmented SLLE
By integrating structural knowledge from StructureNet into
the SD, we have improved the style and structure of gener-
ated flat-lay clothing as shown in Sec. 4.3. However, due
to the limited spatial perception inherent in the SD [6, 28],
it often struggles to accurately represent the length and con-
tours of clothing, particularly in hard cases (occlusions,
multi-layer, lateral viewpoints, efc.), as in Fig. 5. Further-
more, since StructureNet is trained on a limited set of con-
trastive pairs, it may perform poorly with out-of-distribution
samples, making it unreliable for real-world applications.
We have observed that creating a comprehensive
database of standard flat-lay clothing for retrieval is easier
than gathering comprehensive in-the-wild samples (numer-
ous scenarios). In this context, we set standard clothing es:q
as basic vectors and propose Structure Locally Linear Em-
bedding (SLLE), which is a manifold projection [41] to
correct each predicted structure embedding e;y,, into the tar-
get space of standard embedding e,y to mitigate potential
error. Meanwhile, the retrieval database provides structure
landmarks to strengthen explicit spatial constraints.
Memory database. To execute SLLE, we establish a re-
trieval memory database. We first encode the collected stan-
dard flat-lay clothing image dataset into a series of latent
structure embeddings eg;qy with StructureNet gg. The sil-
houette landmarks L;; are also extracted to designate areas
for generated content. Thus an external memory database
D that consists of embedding-landmark pairs (estq, L) 1S
obtained. These structure embeddings are utilized in match-
ing algorithms [17], enabling a given in-the-wild garment
to find the most compatible standard features eg;4 and land-
marks during inference. Notice that landmarks can be any
structural figure. Here, we use the outline of clothing, pri-
marily to tackle the challenges of limited spatial perception
in SD (e.g. length and contour) [6, 28].

exp(eitw,; © ey /T) + Y. exp(Cituwi © €5q/T) ’

Structure LLE algorithm. In this process, retrieval-
augmented SLLE drags in-the-wild embedding closer to the
standard flat-lay garment embeddings to void outliers dur-
ing inference, as well as offer silhouette landmarks. Mo-
tivated by the successful practice of classic locally linear
embedding in [3], we assume that the garment embedding
or landmark and its nearby points are locally linear on the
manifold, eliminating the need to project them into a higher-
dimensional space as vanilla LLE [41] does. Specifically,
given an extracted garment embedding e;;,,, the goal of
SLLE is to reconstruct embedding e},,, with standard em-
beddings e, 4 as basis vectors. We start by searching the K
nearest standard embeddings {el,,, ...,eX } from the stan-
dard garment memory database D using cosine similarity.
Thus K corresponding flat-lay cloth silhouette landmarks
{L;il, o Lgl} are obtained as well. Next, a linear combi-
nation of these neighbors is sought to reconstruct e}, by
minimizing the error ||e},,, — €;tw|5, Which could be for-
mulated as the least-squared optimization problem:

. K i
min ||€jrw — Y ;0 Wi - €y

‘ C st K wi=1, @
2

where w; is the barycentric weight of the ¢-th nearest em-
bedding €’,,. The optimal weights {ws,...,wk} can be
determined by solving Eq. (2). Subsequently, we can re-
construct the shape embedding as €}, = > .-, w} - €.
Ideally, the reconstructed embedding e},,, serves as an in-
domain data point that retains structural accuracy and ap-
propriate fitness, albeit with some information loss. In prac-
tice, we use a linear combination of original structure em-
bedding e;z,, and reconstructed one €}, as the final struc-

ture representation during inference:
~ K i
Citw =0+ WS - egrg + (1 — @) - eipw, 3)

where o € [0, 1] controls the trade-off and is set to be 0.5.
The final landmark L;“ is also fused with optimal weights.
Structure conditioning. Inspired by IP-Adapter [55],
we adopt a similar Embedding Prompt Adapter (EP-
Adapter) to condition the high-level structure semantics.
While maintaining the text branch unchanged, fused struc-
ture embeddings é;;,, after SLLE are fed into additional
projection layers to generate key and value matrices for
the structure representations. Two parallel cross-attention
layers process the fext modality and the structure em-
bedding modality, with results being summed to replace
the original single text one: Attention(Q, Ktext, Viext) +
Attention(Q, Kemp, Vems). The EP-Adapter enhances the
global/inner structural faithfulness by incorporating prior
knowledge from LLM and structural training pairs as a
soft constraint. Meanwhile, the contour landmark L;il in-
volves external spatial structural information. A Landmark
Guider [21] with 4 convolution layers (4 x 4 kernels, 2 x 2
strides, 16, 32, 64, 128 channels) is incorporated to align the
silhouette mask with z; as an explicit and hard constrain.



3.3. Omni-Level faithful garment generation

Pattern faithfulness. Inspired by success in human edit-
ing [8, 21], we introduce an additional UNet encoder (i.e.
ReferenceNet [21]) to precisely preserve the fine-grained
details of clothing assets, which is isomorphic to the main
generative UNet (i.e. MainNet) and shares same initial pa-
rameter weights. The latent of in-the-wild garment image is
passed through ReferenceNet to obtain the intermediate key
and value features {z%, z}’%} e RV*Ixd i gelf-attention,
which are concatenated with the features {z5,,23,} €
RN x4 from the MainNet along the [ dimension to ob-
tain the final {2, z¢& } € RV*2/>4_ Then we compute the
self-attention on the concatenated features as:

L4 kT
= softmax(“M°C )28 (4)

Vd

where z{, represents Query features in self-attention from
MainNet. ReferenceNet plays an important role in texture
preserving of garments when it has complicated patterns.
Detail faithfulness. The cloth restoration technique pri-
marily serves e-commerce sellers for product catalog main-
tenance and marketing purposes. The requirement for
brand logo fidelity is so stringent that existing methods’ re-
sults [43, 49, 51] are practically unusable even with Ref-
erenceNet, partially because of the fine-grained logo de-
coding degradation caused by the high compression ratio
of SDXL’s VAE, as shown in Fig. 5. Although the VAE
in FLUX [15] greatly alleviates the loss by inflating latent
channels, challenges intrinsic to the DiT framework [34],
such as slow convergence, and high data requirements, hin-
der its widespread adoption in the community.

To address this, we propose a versatile three-stage pa-
rameter gradual encoding adaption (PGEA) to align the
SDXL UNet with the FLUX VAE. Specifically, we expand
the channels in conv in and conv out layers (from 4 to 16)
in UNet to match FLUX VAE, enabling direct modification
on the SD config file to load adapted weights. Stage I: we
focus on distilling the knowledge from the original conv in
layer to the adapted conv in layer. The input image is en-
coded through different VAEs and passed into the 4 and 16-
channel conv in layers respectively, applying a reconstruc-
tion loss between their output to update the 16-channel conv
in layer for fast adaption. Stage II: we train the UNet on a
standard text-to-image task for 20,000 steps, where only the
16-channel conv in and conv out layers are updated. Stage
III: we train and update the entire UNet on the standard text-
to-image task for 200,000 steps. The complete training of
PGEA lasts for 4 days on 8 H20 GPUs. It is noteworthy
that the adapted general UNet with extremely low decoding
loss can be applied to various downstream tasks. Crucially,
despite marginal gains in quantitative metrics, RAGDiffu-
sion’s breakthrough in brand logo fidelity makes it commer-
cially viable, the first in industrial garment restoration.
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Figure 3. RAGDiffusion delivers both loyal structures and supe-
rior details on challenging layered and side-view situations.

Method SSIM+ LPIPS|, FID| KID] DISTS]
PBE 05278 04821 2655  10.08 0.352
ControlNet 05225 04792  23.02 9231 0.345
IP-Adapter 0.6067 04728 1450  3.747 0.264
TryOffDiff 0.6124 05007 3434 1419 0.335

TryOffAnyone 0.6575 0.4335 18.86 7.919 0.245
ReferenceNet 0.6546 0.3979 10.70 1.399 0.224

RAGDiffusion 0.6963 0.3684 9.990 1.092 0.192

Table 1. Quantitative comparisons on the STGarment dataset.

4. Experiments

4.1. Experimental setup

Datasets. We collected 65,131 pairs of (in-the-wild up-
per clothing, standard flat lay upper clothing) for training
and 1969 pairs for testing, named STGarment. Among the
in-the-wild clothing, there are three main displays: cloth-
ing worn on a person, clothing laid indoors, and clothing
hung on hangers. We use Qwen2-VL-7B [2] to provide
prompt annotations for each pair along with 10 discrete at-
tributes (3.5 seconds per image). Additionally, we matched
each pair of images with the most structurally similar flat-
lay clothing for StructureNet training based on canny im-
age similarity. We employed a clustering approach to filter
and construct a memory database for retrieval, which con-
tains 4,000 embedding-landmark pairs from the training set.
Please refer to the Appendix for more details.
Implementation details. We initialize the RAGDiffusion
with a pre-trained SDXL model and train it on STGarment
using an AdamW optimizer with the learning rate of 5e — 5
at a resolution of 768 x 768. The models are trained for 5



Method SSIMT LPIPS| FID| KID| DISTS|
Vanilla Model 0.6576 0.3961 10.65 1.405 0.222
+emb 0.6614 0.3917 10.55 1354 0.217
+emb + sil 0.6926 0.3690 1022 0.940 0.210
Generating mask 0.6426 0.4186 14.55 3.570 0.239

+emb + sil + PGEA (Full)  0.6963 0.3684  9.990  1.092 0.192

Table 2. Quantitative ablation study of each component.

Dataset Viton-HD DC-upper DC-lower DC-dress

Method FID KID FID KID FID KID FID KID
PBE 80.8 529 450 21.1 1588 1283 105.1 74.6
ControlNet 699 432 489 23.6 1747 161.7 1183 954
IP-Adapter 468 17.8 288 11.1 1113 627 47.8 19.0
TryOftDiff* 140 331 389 167 1587 1300 743 48.6
TryOffAnyone* 11.4 197 244 930 1142 796 384 204
ReferenceNet 152 323 178 624 1245 902 512 224
Ours 123 145 159 451 405 194 231 6.22

Table 3. Cross dataset evaluation on Viton-HD, DressCode. Model
with * means inner-dataset test which is trained on Viton-HD.

Scale Top-1 Acc. T Top-5Acc. T 10U
1000 76.6% 93.4% 0.872
2000 78.2% 93.2% 0.885
4000 80.6% 93.7% 0.902
8000 79.1% 93.4% 0.905

Table 4. Retrieval accuracy at different scales of external database.

days on 8 H20 GPUs with DeepSpeed [29] ZeRO-2 to re-
duce memory usage, at a batch size of 15. K = 4 in SLLE
in Eq. (2). The StructureNet (i.e. embedding encoder) uti-
lizes CLIP-ViT-L/14 image encoder as the backbone and
is fine-tuned on nearly 2 million various garment images
following DinoV2 [32]. StructureNet is further trained on
STGarment with contrastive learning for 4 days on 4 H20
GPUs at a batch size of 128. At inference time, we run
RAGDiffusion on a single NVIDIA RTX 3090 GPU for 30
sampling steps with the DDIM sampler [45]. Please refer to
the Appendix for more details.

Evaluation protocols. About generation quality, we uti-
lize LPIPS [61], SSIM [50] to assess the reconstruction ac-
curacy, DISTS [13] to evaluate image similarity on both
perceptual and structural level. Additionally, we employ
FID [33] and KID [46] metrics to evaluate the realism and
authenticity of the generated distributions. In terms of re-
trieval ability, we evaluate the top-1 accuracy and top-5
accuracy of retrieval results from the memory database D
across 1969 test samples, alongside the average Intersec-
tion over Union (IoU) of the corresponding silhouette masks
with GT ones. Given the absence of GT masks of test sam-
ples in the memory database D, we define the retrieved
masks to be accurate if their IoU exceeds 0.85.

Baselines. We compare RAGDiffusion with recent works
TryOffDiff [49] and TryOff Anyone [5 1] with official check-
points. We also train 4 classic conditional generation meth-
ods on STGarment with SDXL backbone for fair compari-
son: IP-Adapter [55], ReferenceNet [21], ControlNet [59]
and Paint-by-Example [53] (PBE) as baselines.

PBE IP-Adapter ReferenceNet TryOffAnyone RAGDiffusion
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Figure 4. Boxplot illustration of user study. RAGDiffusion
demonstrates better performance and stability across scenes.

4.2. Generation comparisons with baselines

Qualitative results. Fig. 3 presents a qualitative compar-
ison between RAGDiffusion and baselines on the STGar-
ment dataset. TryOffDiff has yielded entirely unsuccess-
ful outputs. Meanwhile, naive ReferenceNet and TryOf-
fAnyone manage to maintain correct textures in challeng-
ing scenarios, but encounter structural confusion and distor-
tion. This phenomenon may stem from TryOffDiff and Ref-
erenceNet’s over-reliance on local visual texture features,
lacking the benefits of a global perspective in challeng-
ing cases. RAGDiffusion employs a retrieval-aggregate ap-
proach to capture structural information and integrates con-
ditional controls from EP-Adapter, Landmark Guider and
PGEA, yielding promising performance in both structurally
faithful and detail-oriented garment conversion. Notably,
while trained on the same dataset with naive ReferenceNet,
RAGD:iffusion assimilates high-quality contour landmarks
and structure embeddings as external prior to producing vi-
sually compelling results that enhance depth and realism.

Quantitative results. As indicated in Tab. 1, we quanti-
tatively evaluate the generation quality of various methods
on the STGarment dataset, demonstrating that RAGDiffu-
sion significantly outperforms all baseline approaches. This
confirms RAGDiffusion’s ability to deliver superior and ac-
curate garment generation across diverse scenarios. Re-
trieval, as a crucial component of RAGDiffusion for assim-
ilating external knowledge, plays a significant role. Using
the evaluation metrics described in Sec. 4.1, we report the
retrieval accuracy at different sizes of the external mem-
ory database D in Tab. 4. Specifically, we employ cluster-
ing and downsampling algorithms to iteratively eliminate
outliers and highly similar samples from the original mem-
ory database, constructing retrieval libraries of four differ-
ent scales: 1000, 2000, 4000, and 8000 samples. When
the memory database D is too large, outliers may adversely
affect quality if embeddings are inaccurate, while redun-
dant samples reduce retrieval efficiency. Conversely, if
the memory database D is too small, the retrieval library
may lack sufficient representativeness and completeness,
adversely affecting the generation performance for specific
categories. Notably, a memory database comprising 4000
samples achieved the best trade-off in performance. Please
refer to the Appendix for more technical details.
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dings from StructureNet improve inner structure, while PGEA enhances detail preservation.

User study. When metrics like FID assess the realism and
authenticity of standard garment generation, they tend to be
less sensitive to high-frequency information such as con-
tours, collar variations, buttons, and color shifts [11]. We
conducted user studies involving 100 participants to eval-
uate different methods based on user preferences across
200 randomly selected image pairs from the test set. Par-
ticipants were asked to assign a preference score (ranging
from 1 ~ 10) in terms of structural fidelity and detail fi-
delity for each sample generated by anonymized methods.
As illustrated in Fig. 4, we report the distribution of the
scores, encompassing medians, means, quartiles, and out-
liers. Our findings reveal that RAGDiffusion is significantly
preferred over all baseline methods in terms of structural fi-
delity (mean = 8.34) and detail fidelity (mean = 8.52).
Additionally, the narrow range of outliers in our method in-
dicates a more stable generation across various scenes.

4.3. Ablation study

To validate our core contributions, we define a Vanilla
Model that removes structure embedding €;;,,, silhouette
landmarks Iisil and PGEA. Specifically, its é;.,, and Iisil
are set to zero vectors while using original SDXL VAE.
Soft guidance of structure embeddings. Since structure
embeddings serve as prerequisites for retrieval in SLLE
and inputs to EP-Adapter, we first add structure embed-
dings é;4, into EP-Adapter of vanilla model (denoted as
“+ emb”). As in Tab. 2 and Fig. 5, vanilla model lacking
structure embedding frequently exhibits artifacts in cloth-
ing internal structures, such as inaccurate collars, missing
pockets, and occlusion confusion. This demonstrates that
structure embedding provides global guidance and plays a

generalization on untrained categories.

fundamental role in optimizing apparel internal structures.

Hard guidance of silhouette landmarks. The core of
RAG is to retrieve silhouette landmarks that enhance ex-
plicit spatial constraints. Thus we add landmarks on “+
emb” version as the ablation named “+ emb + sil” in Tab. 2.
The model without retrieval exhibits significant contour er-
rors, particularly around the back collar, sleeve length, and
garment length. This is attributed to the fact that retrieval-
augmented SLLE incorporates priors from LLM, which
transcend visual limitations and aid in accurate spatial struc-
tures through the use of landmarks. Furthermore, we inves-
tigate the role of SLLE in embedding remapping in Sec. 4.5.
Alternative to RAG: generating masks via UNet. As
RAG requires a memory database and contrastive learning
for embeddings, we try a simpler alternative by employ-
ing an SDXL UNet to directly predict landmarks. Specif-
ically, we modify the input of the alternative UNet to a
three-channel in-the-wild image x4, with outputs being
one-channel predicted landmarks Lg;; that are directly fed
into RAGDiffusion’s denoising UNet. However, this alter-
native produces landmarks with noticeable errors and de-
graded generation quality, due to limitations in visual un-
derstanding and the absence of proper pre-trained weights.

PGEA. PGEA is employed to mitigate information loss
during the VAE encoding and decoding process. We add
PGEA on “+ emb + sil” version as Full Model. The full
model utilizing PGEA achieves clearer and more accurate
edges in high-frequency patterns simulation; additionally,
it shows significant improvements in the recovery of logos
and text. PGEA greatly alleviates the long-standing issue of
distortion in detail and makes RAGDiffusion commercially



viable, the first in industrial garment restoration.

4.4. Additional rationale for introducing RAG

In addition to structural faithfulness, RAGDiffusion demon-
strates excellent generalizability and robustness across
untrained categories and scenes simply by updating retrieval
database, without the need for collecting expensive paired
data and retraining. Besides, please refer to Appendix for
another rationale of human-interpretable control.

Cross category evaluation. RAGDiffusion is trained on
upper-body clothing data and has not encountered lower-
body garments during training. To validate the generaliz-
ability, we collect 856 flat-lay lower-body/dress images (no
in-the-wild image is needed) and incorporate them with sil-
houette masks into the external memory database through
StructureNet. Subsequently, we test it on 50 lower-body in-
the-wild clothing samples, using a ReferenceNet as base-
line. The results in Fig. 6 demonstrate that retrieval sig-
nificantly improves generalization capabilities, serving as a
cost-effective zero-shot generalizing solution. The quanti-
tative results on lower-body/dress categories in Tab. 3 also
validate the generalizability boost.

Cross dataset evaluation. Despite zero exposure to the
Viton-HD [12] and DressCode [19] datasets during train-
ing, RAGDiffusion shows strong out-of-distribution (OOD)
compatibility over baselines without tuning illustrated in
Tab. 3. This boost in generalization increases the opera-
tional maturity of RAGDiffusion, enabling it to effectively
handle various OOD images submitted by users.

4.5. Component analysis

Latent structure embedding distributions. We fur-
ther visualize the learned latent embedding distribution in
Fig. 7(b) to gain an in-depth comprehension of how the em-
beddings work in retrieval and the EP-Adapter. For this
purpose, we sample N = 200 pairs of (in-the-wild cloth
embedding e;4,,, standard cloth embedding e;;) pairs from
our dual-tower StructureNet. We then employ t-SNE [48]
to project each feature representation into a point within
Fig. 7. Notably, 1) the dual-branch embeddings (€;t.,, €std)
corresponding to the same category exhibit clustering be-
havior, indicating that the learned priors in StructureNet ef-
fectively perform structural alignment cross domains, thus
facilitating retrieval based on structural similarity; and 2)
representations from different categories are clearly dis-
persed, demonstrating that the embeddings encompass dis-
criminative structural information, which aids in generation
through the EP-Adapter. Lastly, we also visualize the distri-
bution of cosine similarity between a given sample and im-
ages from the external memory database D in Fig. 8. The
cosine similarities present a normal distribution, affirming
that the constructed embedding library is representative and
comprehensive. Furthermore, the examples visualized for
different similarity retrieval results effectively illustrate the
efficacy of the landmark retrieval mechanism.
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Figure 7. Illustrations of component analysis.
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Number of retrieved embeddings. As the number K of
retrieved nearest neighbors in Eq. (2) during SLLE plays
a fundamental role in the properties of the final structure
embeddings and landmarks, we demonstrate the fusion sen-
sitivity to K in Fig. 7(a). A smaller K value facilitates
the sharp edge of landmarks, whereas a larger K value en-
hances the accurate representation of the reconstructed em-
bedding e,,, in Eq. (3). It can be observed that the optimal
performance occurs at K = 4, which also serves as the de-
fault parameter setting for other experimental parts.

5. Conclusion

In conclusion, RAGDiffusion presents a significant ad-
vancement in the generation of standardized clothing as-
sets by effectively addressing the prevalent challenges of
structural hallucinations and texture fidelity. By integrat-
ing retrieval-based structure aggregation to get soft and hard
guidance, as well as omni-level faithful generation pipeline,
RAGDiffusion is capable of synthesizing both structure
and texture faithful clothing assets. Comprehensive exper-
iments and in-depth analysis demonstrate notable perfor-
mance improvements over existing models. We hope that
RAGD:iffusion helps open avenues for RAG in diverse high-
specification faithful generation tasks, bringing us closer to
the goal of professional content creation for all.
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